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ABSTRACT:
The study was conducted to know the effect of sample size on correlation coefficient, on \((R^2)\) determination coefficient, F value and Beta coefficient of multiple regression. The statistical comparative method was used in the study. The sample consisted of 100 students. Three scales i.e. home environment, language creativity and thinking strategy were used in the present study. The findings of the study revealed that: (1) the sample size is not affecting the value of correlation coefficient but it affects the level of significance for correlation coefficient. (2) There is no effect of sample size on \((R^2)\) determination coefficient but the level of F value became high if the sample size is bigger. (3) There is no effect of sample size on Beta coefficient for independent variables in multiple regression. (4) The big sample size yields small level of significance. In other words, the level of errors became less if the sample size is bigger. Copyright © WJDCER, all rights reserved.
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INTRODUCTION

The use of statistics in educational research has grown from analyzing the data by using percentages, means and standard deviations to more sophisticated techniques such as regression analysis and structural equation of modelling etc. These statistical techniques have helped researchers to uncover the significant relationships among the various variables relating to human potentials and behaviours. The use of statistical techniques has also been facilitated with the advent of technology and software, which have made the process of analysis easy.
Previously, calculators were the norms of the day but today, software like SPSS, SAS and AMOS are used in research very conveniently and all of them are user-friendly (Al-Sayd, 2005).

One of the most common measures of association is the coefficient of correlation. It measures the relationship between two or more variables, such as linear relationship between two sets of measurements. The correlation between two variables can be classified as positive or negative correlation. It is positive if the increase or decrease in one variable is related to the increase or decrease in the other variable. Also, it can be negative when the increase in one variable corresponds with the decrease in the other variable or the decrease in one variable corresponds with the increase in the other variable. Moreover, there might be a third kind of correlation i.e. zero correlation. If, no relationship exists between the two sets of measures of variables, it is called zero correlation (Singh, 2006).

Linear regression is a commonly used procedure in which calculations are performed on a data set containing pairs of observations (Xi, Yi), so as to obtain the slope and intercept of a line that best fits the data. For temporal data, the Xi values represent time and the Yi values represent the observations. An estimate of the magnitude of trend can be obtained by performing a regression of the data versus time and using the slope of the regression line as the measure of the strength of the trend (Feild, 2009).

In contrast to simple linear regression where scores on one predictor variable are employed to predict the scores of a criterion variable, in multiple regression analysis, a researcher attempts to increase the accuracy of prediction through the use of multiple predictor variables. In multiple regression, a researcher can predict ‘Y’ score by using several criteria. For example, the equation for two predictor variables would be as \(Y=a+b1X1+b2X\) (Beins and McCarthy, 2012). Regression procedures are easy to apply as all statistical software packages and spreadsheet programs calculate the slope and intercept of the best fitting line, as well as correlation coefficient \((r)\). However, regression entails several limitations and assumptions, which are concerned to normality, linearity, homoscedasticity of the data and independence of the residuals (Sheskin, 2000). So the present study is an attempt to study the effect of sample size on correlation and regression coefficients.

**RESEARCH OBJECTIVES**

1. To know the effect of sample size on correlation coefficient
2. To know the effect of sample size on \((R^2)\) determination coefficient and \(F\) value of multiple regression
3. To know the effect of sample size on Beta coefficient of multiple regression

**RESEARCH HYPOTHESES**

1. There is no effect of sample size on correlation coefficient.
2. There is no effect of sample size on \((R^2)\) determination coefficient and \(F\) value of multiple regression.
3. There is no effect of sample size on Beta coefficient of multiple regression.
RESEARCH METHOD AND PROCEDURE

To achieve the above mentioned objectives, the researchers used statistical comparative method. The researchers followed the following steps:

First: Three standardized scales (Home Environment, Language Creativity and Thinking Strategy) have been applied on 100 students in Faculty of Education in Um Al-Qura University, KSA.

Second: The data has been repeated 1 time to make the sample size 200 then it has been repeated 3 times to make sample size 400. Finally, the data has been repeated 7 times to make the sample size = 800.

Third: The data has been analyzed by applying Pearson correlation coefficient and multiple regression through SPSS program.

RESEARCH SAMPLE

Three scales have been applied on 100 students as core sample then the data has been repeated in SPSS program. The sample of research has been selected by using stratified random sampling technique, because the stratified random sampling is an appropriate sampling technique to represent all the stratas of the population.

RESEARCH TOOL USED

Three standardized scales (Home Environment, Language Creativity and Thinking Strategy) have been administered on the selected sample to get original data.

STATISTICAL METHODS

- Pearson correlation coefficient
- Multiple Regression

ANALYSIS AND INTERPRETATION

In order to achieve the objectives formulated in the present study, the data has been analyzed and interpreted, which has been presented through the following tables and figures:

First objective: To know the effect of sample size on correlation coefficient

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>Correlation Coefficients</th>
<th>Levels of Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>First &amp; Second Scale</td>
<td>First &amp; Third Scale</td>
</tr>
<tr>
<td>100</td>
<td>-.121</td>
<td>-.041</td>
</tr>
<tr>
<td>200</td>
<td>-.121</td>
<td>-.041</td>
</tr>
<tr>
<td>400</td>
<td>-.121</td>
<td>-.041</td>
</tr>
<tr>
<td>800</td>
<td>-.121</td>
<td>-.041</td>
</tr>
</tbody>
</table>
The perusal of table no.1 and figures no. 1& 2 show that:

- There is no difference between the values of Pearson correlation coefficients with respect to the sample size. Thus the null hypothesis “There is no effect of sample size on correlation coefficient” is accepted.

- There is difference in levels of the significance for correlation coefficients according to sample size. The big sample size yields small level of significance. In other words, the level of errors becomes less if the sample size is bigger.

**Second objective**: To know the effect of sample size on \((R^2)\) determination coefficient and F value of multiple regression
The above given table (2) and figures (3 and 4) show that:

- There is no difference in the values of determination coefficients according to the sample size. In other words, the value of the determination coefficients is not affected by sample size.

- There is difference in the values of F (ANOVA) of multiple regression according to sample size. The big sample size yields high value for F. It can be said that the level of F value becomes high if the sample
size is bigger. Thus, the null hypothesis “there is no effect of sample size on \( (R^2) \) determination coefficient and F value of multiple regression” is rejected.

**Third objective:** To know the effect of sample size on Beta coefficient of multiple regression

**Table No. 2: Effect of sample size on Beta coefficient of regression**

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>Beta Coefficient for First Independent Variable</th>
<th>Levels of Sig.</th>
<th>Beta Coefficient for Second Independent Variable</th>
<th>Levels of Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>-0.236</td>
<td>0.153</td>
<td>0.145</td>
<td>0.377</td>
</tr>
<tr>
<td>200</td>
<td>-0.236</td>
<td>0.041</td>
<td>0.145</td>
<td>0.208</td>
</tr>
<tr>
<td>400</td>
<td>-0.236</td>
<td>0.004</td>
<td>0.145</td>
<td>0.073</td>
</tr>
<tr>
<td>800</td>
<td>-0.236</td>
<td>0.000</td>
<td>0.145</td>
<td>0.011</td>
</tr>
</tbody>
</table>

**Figure 5: Effect of sample size on Beta coefficient**

**Figure 5: Effect of sample size on level of significance for Beta coefficient**
It can be concluded from the above given table (3) and figures (5 and 6) that:

- There is no difference in the values of Beta coefficient for independent variables according to the sample size. Thus the null hypothesis “there is no effect of sample size on Beta coefficient of regression” is accepted.

- There is difference in the levels of significance for Bate coefficient according to sample size. The big sample size yields small level of significance, in other words, the level of errors becomes less if the sample size is bigger.

**CONCLUSION**

1- It can be concluded that the sample size does not affect the value of correlation coefficient but it has an effect on the level of significance for correlation coefficient.

2- The result revealed that there is no effect of sample size on ($R^2$) determination coefficient but the level of F value became high if the sample size is bigger.

3- It can be concluded that there is no effect of sample size on Beta coefficient for independent variables in multiple regression.

4- It can be inferred that level of significance depends on the sample size. If the sample size will be big then the level of significance would be less or vice versa. In other words, the level of errors becomes less if the sample size is large.
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